SeaBASS Submission Checklist: Above-water Radiometry 

Submissions require reporting methods of the acquisition procedure and data processing. Every processing step should be detailed with methods and equations.

Instructions: Please fill in section I. and the applicable points in section II. to the extent possible. Rename this file to be specific to your data, for example by adding the cruise and investigator name, and include it among your submission’s documents with your field logs, processing logs, calibration files, and other relevant documents.

This template contains example responses in gray italics. Please replace all responses in gray italics with your own.

I. Submission Info
Experiment: 		VIIRS_Validation
Cruise: 		NF2405_VIIRS
PI: 			Antonio Mannino, NASA/GSFC
Operator:		Scott Freeman & Harrison Smith NASA/GSFC
Data manager: 	Dirk Aurin, NASA/GSFC
Instrument model & manufacturer: DALEC, Insitu Marine Optics (IMO)
Data type (e.g., autonomous, simultaneous, handheld, etc.): Autonomous, simultaneous


II. Radiometry Documentation Requirements

IIa. Instrument Description

1) Describe general instrument characteristics (e.g., radiometer configurations, robotics, ancillary sensors integral to the platform, etc.) 

The DALEC is an autonomous AWR radiometer platform with three radiometers to measure downwelling irradiance, sky radiance, and total upwelling radiance from the sea surface. The platform automatically adjusts its relative azimuth angle to the sun using a positional GPS for orientation and records pitch and roll with a separate sensor. For this cruise it was mounted to the bow of the ship underway as described below with data files lasting as long as multiple days, though generally just one day. 

2) Instrument optical and radiometric characteristics:
a)	Spectral range: 		350-1150 nm
b)	Spectral resolution: 	10 nm
c)	Spectral sampling: 		3.3 nm
d)	Spectral accuracy: 		Not reported
e)	Field of view: 4 deg (radiance)
f) 	Frame rate and integration time methods: 1 – 6600 ms, dynamic
g)	Calibration files must accompany submissions. If full instrument characterizations have also been performed and applied, please report any available additional parameters, otherwise report “None”. These can be provided as characterization files submitted with supplemental materials or linked from the Ocean Colour Database (OCDB) Fiducial Radiometry Database (FidRadDB):
	i) Absolute radiometric calibration uncertainty: 	None
	ii) Straylight sensitivity: 				None
	iii) Thermal response: 				None
	iv) Polarization sensitivity: 				None
	v) Angular response (irradiance): 			None
	vi) Additional information: 
A NASA DALEC is currently at Tartu for characterization representing the first such full characterization known. IMO reports 3% cosine error (0 – 60 degrees) on the diffuser.

IIb. Sampling Procedure and Quality Assurance

1) Describe sampling procedure (e.g., instrument deployment details, position on ship or tower, color of ship/tower, height off the water, location of sensors on ship/tower), method of measuring Es (plaque vs. cosine collector; location of cosine collector, if different), platform shade properties and perturbation avoidance strategies. You may include photos or diagrams.

The DALEC was mounted to a spar extending a few meters over the bow of the R/V Nancy Foster (~ 5 m above the surface). The hull of RV Foster is painted white. The Es cosine collector is integral to the DALEC platform and so partially obstructed by the mast that rises above it (see photo). The software allows the blocking of sensor azimuth angles close to the ship or ship wake.
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2) Describe self-shading and irradiance occlusion avoidance strategies.

With the instrument mounted over the bow and pointed at 135 deg from the sun, ship shading of the water patch sampled is highly unlikely.  However, the Es sensor on is susceptible to shading from the mast on which it is mounted, and the mast occludes part of the sky it is measuring. This is less than ideal and should be avoided by mounting the instrument higher.

3) Describe how wind speed, cloud cover, wave height, solar disk, and other ancillary data (e.g., AOD, SST, salinity) were measured and recorded.

Wind speed, salinity, and SST were collected by the ship’s flow-through system. Wind speed, waves, and cloud cover were collected on station in the radiometry field log by the operator.

4) Describe how sensor geometries were maintained and recorded to meet protocols. This should include sensor zenith angles, relative azimuth angle, tilt (pitch and roll), and reflectance plaque level, if applicable.

Relative azimuth was maintained by the robot at ~135 degrees. Sensor nadir angle and skylight azimuth angle are fixed at 40 degrees. Tilt was measured and recorded by an ancillary sensor on the DALEC.

5) How was lens fouling managed in the field and in data quality control? (Particularly important for SBA acquisitions.)

Lenses were wiped daily by the operator. Outlier spectra were removed as described below.

6) Were digital photos acquired regularly (e.g., on station) to record sea- and sky state?

Yes, but only a few per day.

7) Were all datasets and associated documentation collected/stamped and/or converted to a common time zone?

Yes: UTC.

IIc. Data Processing and Quality Assurance

1) If data were pre-processed using a commercial software package (e.g., ProSoft, etc.) please specify (NOT REQUIRED FOR HyperCP SUBMISSIONS):
 a.	Software and version: 	N/A
 b.	Processing level output:	N/A
 c.	Parameters selected and processing settings: N/A

2) Alternately/additionally, if data were processed with custom software, please describe each of the following that applies (NOT REQUIRED FOR HyperCP SUBMISSIONS):

a. Programming language or software used: Matlab
b. Is the software open source (provide link)? Not officially: https://github.com/oceancolorcoder/DALEC

c. Conversion of data counts to engineering units. i.e., describe conversions from raw binary optical data into counts (calibration equations):

The equations and coefficients used for radiometric calibration are provided by the manufacturer in the calibration file with the data submission:


;   Ed = downwelling irradiance (W/m^2/nm)
;   Lu = Upwelling radiance (W/m^2/sr/nm)
;   Lsky = downwelling sky radiance (W/m^2/sr/nm)
;   V = spectrometer measurement digital counts (16 bit)
;   DC = spectrometer dark current digital counts (16 bit)
;   Inttime = spectrometer integration time (ms)
;   Temp = spectrometer temperature (°C)
;   a0 = Ed sensor radiometric responsivity coefficients in air (W.ms/m^2/nm/°C/digital count)
;   b0 = Lu sensor radiometric responsivity coefficients in air (W.ms/m^2/sr/nm/°C/digital count)
;   c0 = Lsky sensor radiometric responsivity coefficients in air (W.ms/m^2/sr/nm/°C/digital count)
;   Ed_lambda = Ed sensor pixel wavelengths (nm)
;   Lu_lambda = Lu sensor pixel wavelengths (nm)
;   Lsky_lambda = Lsky sensor pixel wavelengths (nm)
;   DeltaT_Ed = Ed sensor integration time offset (ms)
;   DeltaT_Lu = Lu sensor integration time offset (ms)
;   DeltaT_Lsky = Lsky sensor integration time offset (ms)
;   Tempco_Ed = Ed sensor temperature correction coefficients
;   Tempco_Lu = Lu sensor temperature correction coefficients
;   Tempco_Lsky = Lsky sensor temperature correction coefficients
;   d0 = Ed spectrometer linearity correction slope
;   d1 = Ed spectrometer linearity correction yint
;   e0 = Lu spectrometer linearity correction slope
;   e1 = Lu spectrometer linearity correction yint
;   f0 = Lsky spectrometer linearity correction slope
;   f1 = Lsky spectrometer linearity correction yint
;
; Spectrometer linearity and Tref coefficients for each channel:
     d0 = 1.004513e+000
     d1 = -4.931762e-007
     e0 = 1.004418e+000
     e1 = -4.694482e-007
     f0 = 1.004764e+000
     f1 = -4.917090e-007
     Delta_T_Ed = 4.194016e+000
     Delta_T_Lu = 4.122351e+000
     Delta_T_Lsky = 4.084500e+000
     Tref = 2.400000e+001
;
; Calibration file usage:
;    K1=d1*(V-DC)+d0
;    K2=e1*(V-DC)+e0
;    K3=f1*(V-DC)+f0
;    Ed=a0*((V-DC)/(Inttime+DeltaT_Ed)/K1)/(Tempco_Ed*(Temp-Tref)+1)
;    Lu=b0*((V-DC)/(Inttime+DeltaT_Lu)/K2)/(Tempco_Lu*(Temp-Tref)+1)
;    Lsky=c0*((V-DC)/(Inttime+DeltaT_Lsky)/K3)/(Tempco_Lsky*(Temp-Tref)+1)

d. Smoothing or “deglitching” of light (e.g., shutter open) and dark (shutter closed) time series data. If applicable, describe deglitching method.

No deglitching or smoothing of the time series was performed. Outlier removal described below.

e. Describe how dark current was estimated and accounted for. Describe if/how shutter darks were interpolated as a function of measurement time (if necessary) to match the number of dark and light data measurements.

Darks current measurements were obtained simultaneously to light measurements from pixels in a light-blocked area of the CCD array and assumed to be constant across all pixels/wavelengths.

f. Temperature correction of light data. Report temperature correction equation.

Thermal correction is applied during the radiometric calibration as described in the calibration files provided. A thermistor inside the DALEC records the sensor temperature for each record collected.

g. Describe time interpolation method applied (e.g., across multiple near-simultaneous instruments of a HyperSAS or TriOS triplet).

All datasets are linearly interpolated in time, without extrapolation, to the slowest radiometric acquisition, Lt.

h. Describe waveband interpolation method applied (if any).

Wavebands across instruments tend to be within +/- 1 nm. All instruments are interpolated to a common set of wavebands at the sampling interval of 3.3 nm.

i. If Es was estimated using a reflectance plaque, describe the reflectance plaque characteristics and the method/equations used.

	N/A

j. Describe any spatial or temporal binning and/or averaging performed.

Files are broken from daily files into hourly files without averaging or other alteration. Within those, data are binned into 5-minute ensembles in which data from each sensor is averaged (mean).

k. For SBA, how was Lw radiometry filtered for the cone leaving the water surface or becoming droplet contaminated?

l. Describe outlier removal.

Within the hourly data files, each spectrum from each sensor is normalized to its maximum value. Any spectra that lie outside of a sigma factor (a +/- multiplier to the standard deviation in each waveband) within the spectral range of 350 – 900 nm is considered an outlier and removed. The sigma factors applied are 5.0, 8.0, and 3.0 for Es, Li, and Lt, respectively.

m. Describe corrections made for sea surface reflection correction (“glint”), NIR residual glint, and capillary glitter. Describe how Rrs was calculated.

Glitter was removed by eliminating all records associated with the brightest 90% of spectra recorded by Lt(780) following Hooker et al. (2002), Zibordi et al. (2002), Hooker and Morel (2003), IOCCG Protocols (2019). Glint was corrected for using the Zhang et al. (2017) model to calculate skylight reflectance factor, rho_sky:
[image: ]
 No NIR residual correction was applied.


n. Describe whether and how negative reflectance spectra were handled.

After glint/glitter correction, any Rrs within the range of 400 – 700 nm that was negative led to the removal of all data within that ensemble.

o. Describe BRDF correction to Rrs and/or nLw (if any).

N/A

p. Describe how uncertainties were estimated and propagated.

Within each 5-minute ensemble, after elimination of glitter, the standard deviation from each radiometer across the remaining spectra was used to estimate standard error. Standard error was propagated to Rrs using quadrature sum to include Lt, Li, Es, and the glint correction uncertainty (estimated at a spectrally flat 0.003 based on Ruddick et al. 2006) assuming random, uncorrelated error:

[image: ]

Note: Uncertainty in Rrs in this submission is preliminary as it does not include correlation coefficients.  It will be updated in a subsequent submission to include correlation coefficients as described in https://frm4soc2.eumetsat.int/sites/default/files/inline-files/FRM4SOC-2_D-10_v2.4_210042023_NPL_EUMETSAT_signed.pdf.


q. Describe which wavebands were eliminated from reporting (e.g., UV and/or NIR where calibration confidence was low or not available due to lamp limitations).

Data are reported for 353.2 – 930.7 nm due to limitations of the Zhang et al. (2017) model for rho_sky.

3) If data were processed in HyperCP, the most relevant 				processing information is already provided in the SeaBASS 					metadata headers submitted.

a. What version was used (e.g., v1.2.9):
N/A

b. Was the supervised deglitching performed for each file in L1AQC (SeaBird only, currently):
		N/A

c. Were all configuration settings held constant for the entire data submission, or were they altered for each file (e.g., to accommodate different water types)?
		N/A	

III. SeaBASS Data File Information
Refer to AboveWaterRadiometry_guidelines for information regarding recommended header and field data for SeaBASS files.
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Combined absolute standard uncertainty (u.) in L,, (u.(L,) ) is estimated from u(L;), u(L,), and u(Psky) with
the Law of Propagation of Uncertainties (LPU) assuming random, uncorrelated error. LPU defines combined
standard uncertainty, u, as:

olaf 1 u(x)?,
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where 3, represents the sensitivity coefficients for the derived parameter f as a function of the measurands

x; used to calculate it. Water leaving radiance, L, is calculated as:

Ly=L—p,, L.

The sensitivity coeficients in the equation above for L, are expressed as:
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Therefore, applying the LPU, uncertainty in L,, can be stated as:

ul(Ly) = \[u(L)’ + LT -ulpy )’ + 2, - u(L)’ -

R,, is defined as:

so uncertainty in R, is calculated as:

U(Rys) = 1/ uc(Lw)Z + u(Es)Z .




